My research aims to design equitable natural language processing (NLP) systems that are adaptable to individuals and groups. Despite the ubiquity and popularity of large language models (LLMs), numerous studies have shown that their benefits are not equal across everyone. This is partly because today’s LLMs are primarily optimized to generate the most average responses for the most average person based on training data that is insufficient to learn nuanced, inclusive responses. For example, when responding to questions like ‘What precautions should I take when visiting Saudi Arabia?’, language models should consider the questioner’s cultural background, age, gender, sexuality, and personal preferences, all factors that influence the kinds of situations they may encounter.

I address these challenges by centering the sociocultural context in modern NLP and developing computational approaches that identify fairness issues that arise from failures to incorporate social factors. Specifically, I address the following key areas at the intersection of AI ethics, NLP, and computational social science (CSS):

- **Measuring social biases in sociotechnical system (AI Ethics).** How do we identify and robustly measure social biases in language technologies, at all stages of development? [1, 2, 3]
- **Incorporating social contexts into NLP models (NLP).** How do we develop socially aware NLP models that incorporate semantic and pragmatic sociocultural knowledge? [4, 5, 6, 7, 8, 9]
- **Explaining social phenomena with NLP (CSS).** How can we use socioculturally aware NLP models to better understand people and cultures through the lens of language? [10, 11, 12]

In addressing these questions, I develop general and theoretically grounded computational methods, model architectures, analysis algorithms, and datasets. I enhance the performance and equity of NLP systems by directly incorporating social context into their learning procedures, solving challenges that cannot be resolved solely by scaling up models indefinitely. Using advanced machine learning (ML) and NLP techniques, my work spans beyond an English-centric view of NLP to a variety of languages with cross-lingual methods and multilingual models, encompassing structured sources like news articles and Wikipedia to the unstructured landscape of social media. Bridging social science with NLP systems, my research not only develops state-of-the-art technologies to equitably serve diverse users but also sheds new light on our understanding of people and cultures.

### Robustly Measuring Social Biases in Language Technologies

It is well established that NLP models learn and amplify social biases [13, 14]. While considerable work addresses social biases in language technologies, it generally focuses on a limited set of biases (e.g., gender or racial bias) [15] within limited scenarios [16] in a single language (primarily, English) [17]. This makes findings less generalizable and less robust [18]. I aim to develop novel computational methods to identify and measure more diverse social biases comprehensively.

**Controlled Multilingual Affect Analyses for Measuring Social Biases** As a step towards more robust algorithms to analyze social biases, I introduced a series of methods that quantify various social biases, including those towards LGBT, non-binary, and intersectional identity groups in Wikipedia biographies across multiple languages [2, 3]. My collaborators and I proposed **biography matching algorithms grounded in causal inference methods** to control for confounding factors [3] and a **model for multilingual affective analysis** [2] that leverages crosslingual contextual sentence embeddings to measure implied affect towards a person. We built the **first multilingual dataset for the contextual affective analysis task** to train the model. One of our analyses revealed that Russian articles tend to use verbs with more negative connotations when describing LGBT people than English or Spanish articles, confirming different perceptions across cultures.

The Wikimedia Foundation, the primary stakeholder with power to use our research to mitigate social biases in people’s narratives, recognized our work with the **Wikimedia Foundation Research Award of the Year** and is implementing our methods.¹ Our work has also received interest from the journalism community, leading to a collaboration with The Washington Post to examine anti-Black discrimination on Chinese social media [12].

**Tracking the Trails of Social Biases Leading to Unfair NLP Models** Building upon our investigation into biases present in Wikipedia, a critical extension of this work is to understand if and how the biases get amplified throughout the development lifecycle of LLMs [18]. Recently, we studied how political

¹[https://phabricator.wikimedia.org/T290447](https://phabricator.wikimedia.org/T290447)
biases in training data propagates to LLMs and eventually leads to unfair NLP models [1]. We devised a framework, grounded in established political compass tests from political science to measure political leanings of LLMs. Using a stance detector, we assessed models’ positions on various topics. We then created controlled training datasets to demonstrate that political biases in training data propagate to LLMs during pre-training. Subsequently, we finetuned the models with varied political beliefs on downstream task datasets to reveal that LLMs’ distinct political leanings affect the types of content they classify as hate speech and misinformation. For example, left-leaning models showed increased sensitivity to hate speech against minority groups, such as Women and LGBTQ+ individuals, while right-leaning models exhibited greater sensitivity to hate speech targeting white Christian men. Our work won the Best Paper Award at ACL 2023, gaining extensive media attention, including coverage and interviews by The Washington Post [19] and the MIT Tech Review [20].

Future Work  My research identifies open challenges in human-centered NLP, particularly in robustly measuring cultural biases in NLP systems. I am excited to investigate how well LLMs adapt to diverse cultures and how to quantify their understanding of each culture to enhance model fairness. For example, I am currently working on building a challenging benchmark dataset to test LLMs’ reasoning ability for both explicit cultural knowledge and implicit cultural norms. Additionally, I aspire to continue developing methodologies for multilingual controlled analysis, contributing to uncovering and addressing cultural biases in platforms like Wikipedia, thereby promoting equitable representations across languages.

Incorporating Social Contexts to Improve NLP Models

While identifying social bias in NLP systems is essential to make them more equitable, another key challenge lies in integrating a nuanced understanding of social contexts into technology development. To build socially aware and adaptable NLP systems, models must effectively represent and account for social contexts [14]. However, as much social information is not explicitly stated in language, social context is absent in most training datasets and current models [21]. My work addresses this challenge by (1) building datasets that encode social contexts along with the texts, including information about writers and readers and the social settings in which the texts are contextualized, and (2) developing new ML models that integrate such information.

Community Context for Norm Violation Detection  Today’s automated tools for moderating online communities (e.g., hate speech detectors) do not take social context into account [22]. I hypothesized that incorporating explicit knowledge about a community and its rules is crucial for detecting violations of community norms more accurately. To validate this hypothesis, we collected NormVio [4], a dataset that contains 52K comments from Reddit, their communities (i.e., subreddits), their respective community rules, prior conversation information, and labels indicating whether they violated any community rules and were moderated by human moderators. We then introduced BERT-based context-sensitive norm violation classifiers which are capable of incorporating community context and rules as additional input; unlike existing hate speech classifiers that rely solely on text input, they consider community-specific information. Our best model outperformed context-insensitive baselines in detecting norm violations by nearly 50% in terms of F1, and our models can pinpoint specific violated rules in a community. Context-sensitive classifiers thus provide a key practical assistive technology, helping human moderators identify inappropriate content for their specific communities and communicate their rationale to users. This lessens the burden of managing the overwhelming influx of content. This work led to a startup’s interest in developing a similar model for other platforms that suffer from intractable amounts of toxic comments, e.g., real-time chat platforms like Twitch, resulting in a collaboration paper accepted at EMNLP 2023 [5].

Generative Zero-Shot Classifier with Text Labels for Personalization  Since a limited number of datasets offer social context, zero-shot classifiers that can account for social context without training data can be
especially valuable. We introduced a generative classifier for zero-shot classification [9] that enables the simple personalization and adaptation of models by incorporating social context through a text label (Figure 2). For example, a comment “go get it girl” might be empowering when addressed to a woman but sarcasm when addressed to a man. Our model calculates the probability of generating the comment, given the contextual text label, such as “The comment written by a woman empowers the addressed woman”, to determine whether the comment is empowering. Our model, evaluated across 18 different tasks including hate speech and empowerment prediction [6], shows a better classification performance than strong in-context learning baselines. For this line of work – making LLMs more socioculturally aware – I received CMU’s competitive K&L Gates Presidential Fellowship for Ethics and Computational Technologies.

**Future Work.** My work has advanced the development of socioculturally aware NLP models to make them more effective and equitable, but much work remains to be done. In addition to classification, I am particularly interested in designing LLMs that can generate responses that are more appropriate and useful by considering users’ sociocultural backgrounds. I am currently working on contextualizing reinforcement learning from human feedback (RLHF), known to be a critical step in aligning models with human preferences, with social contexts. Specifically, we constructed a set of paired Reddit comments with human preference labels indicated by users’ upvotes across diverse subreddits. We are testing whether contextualizing models during RLHF helps the model generate responses that are better suited to each subreddit.

**Leveraging NLP Models to Explain Social Phenomena**

People communicate through language, and social scientists analyze it to understand society. Despite remarkable advances in NLP, not all systems have been adopted by social scientists because many language technologies are not developed with real-world applications in mind [23]; as such, they might not perform adequately in new target domains [24] and might overlook requirements essential for social scientists, such as interpretability [25]. My research aims to identify shortcomings in NLP models for CSS [11], propose NLP solutions to bridge the gap [10], and demonstrate how state-of-the-art NLP methods can uncover new societal insights [10, 11].

**Analyzing the Driving Forces of Activism using Robust Emotion Classifiers** In my 2022 PNAS paper [10], we showed how to analyze the relationship between social movements and emotions expressed on social media with domain adaptation. Specifically, we compared various unsupervised and few-shot training methods for domain adaptation to provide guidelines for social scientists who want to use NLP models on their own target domains and tasks. With our domain-adapted emotion classifiers, we collected and analyzed 34M tweets posted during the 2020 Black Lives Matter (BLM) protests in collaboration with a researcher from the Data for Black Lives organization. We found that expressions of positivity, like hope and camaraderie, are more significantly linked to the movement than negative ones, like anger (see Figure 3), thereby countering a common stereotype of “angry Black people.”

**Challenges of NLP models in Detecting Information Manipulation** In another work [11], we analyzed
challenges and opportunities of NLP models used to detect information manipulation by examining Russian media during the 2022 Ukraine-Russian war. We collected a dataset of 10M+ Russian social media posts by state-affiliated and independent media outlets along with public reactions to them (e.g., likes and comments), and we applied state-of-the-art NLP models, such as topic modeling and media framing classifiers. While we identified numerous opportunities for NLP research to make positive contributions in combating real-world information manipulation campaigns (e.g., uncovering agenda setting and framing strategies of stat-affiliated media), we also recognized challenges in developing more deployable technology in practice. This project generated a high demand for our dataset (20+ requests), highlighting its value in advancing research on real-world misinformation and information campaigns. One data request resulted in a collaboration and DoD funding ($160K) on using NLP systems to identify evolving narratives in information operations.

Future Work One of the important factors that hinders the wide adoption of NLP methods is their interface [26]; for example, social scientists need to figure out how to finetune and run the models. However, with the introduction of generative LLMs such as ChatGPT, NLP systems now possess an exciting potential to offer powerful reasoning ability in convenient, easily learnable ways [27]. I plan to continue investigating and demonstrating various applications of LLMs to address research questions in diverse social science fields, including political science, linguistics, communication, and cultural studies. As one example, collaborators and I are investigating the utility of LLMs in identifying social norms that govern language in online communities by computationally modeling community’s recognition signals (e.g., the number of upvotes on Reddit).

Future Directions

Aligned with my long-term goal of building socioculturally aware NLP systems to make them equitable and accessible, I plan to expand my research in various interdisciplinary directions, including the following.

AI Safety and Public Policy My research has shown how social biases in NLP models can disproportionately impact users [2, 9]. My primary goal is to ensure AI model safety and prevent harm to users. I aim to develop rigorous evaluation methods and benchmarks that can get widely adopted, both in the research community and industry. The keys to broad adoption are a 1) comprehensive benchmark framework applicable to various domains and problems, and 2) an active evaluation framework that stays effective by updating methods and data to adapt to model and language changes. Finally, to ensure that AI safety research translates into real-world impact, I will collaborate with researchers and practitioners in public policy to explore effective implementations of measures developed within the NLP community to guide one of the most powerful yet opaque technologies ever created.

Socially and Culturally Aware Multilingual Models Numerous studies have highlighted performance discrepancies and social biases exhibited by LLMs across languages [28, 29]. I intend to develop computational approaches to mitigate these performance gaps within multilingual models. One promising avenue of exploration involves implementing a teacher-student model framework [30] between resource-rich and low-resource languages, with the help of translation models. However, one foreseeable challenge in pursuing this direction is in determining what teachers can teach to students [31, 32]. For example, the answer to a question like “What is 1+1?” may be universally transferable to all languages, whereas answers to questions like “How much should I tip at a restaurant?” can vary significantly based on language and culture. To address this, I will leverage my computational expertise to collaborate with experts in linguistics, social psychology, and anthropology in developing more equitable and socially aware multilingual models.

Personalization and User Privacy To deploy models that incorporate users’ sociocultural context in the real-world, an understanding of users’ privacy requirements is indispensable [33]. Similar to personalized ads, to make this technology inviting, users should be able to control what information models can access and know why models make certain decisions [34]. In future work, I will focus on ways to build models that are controllable and interpretable by users, making them socially aware without being intrusive. Furthermore, I plan to collaborate with Human Computer Interaction experts to investigate how much personalization is appropriate for users and how it should be implemented in applications.

I am excited to take further steps to build equitable, inclusive, ethical, and trustworthy NLP systems as a faculty!
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